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Abstract A phase field theory developed recently [Gránásy, L; Börzsönyi, T.; Pusztai, T. Phys. Rev. Lett. 2002, 88, 
206105] is applied to describe the formation of CO2 hydrate in aqueous solutions. Starting from realistic estimates for the 
thermodynamic and interfacial properties, we show that under typical conditions of CO2 formation, the size of the critical 
fluctuations (nuclei) is comparable to the interface thickness, implying that the classical droplet model, which relies on a 
sharp interface, is rather inaccurate. The phase field theory predicts considerably smaller nucleation barrier than the clas-
sical approach and converges, as expected, to the classical prediction with decreasing interface thickness. We determine 
the dimensionless growth rate of small CO2 hydrate clusters in aqueous solution. Finally, we explore the possibility to 
model solidification in porous matter and liquid channel using the phase field theory.  
 
 
Introduction 
 
The amount of carbon bound in natural gas hydrates is conservatively estimated to be twice the amount of 
carbon to be found in fossil fuels on Earth [1]. Assuming that the lattice is filled to the maximum capacity, 1 
m3 gas hydrate may release about 164 m3 methane under standard temperature and pressure condition [2]. CO2 
hydrate is significantly more stable thermodynamically than methane hydrate. Storage of CO2 in hydrate res-
ervoirs through replacement of natural gas is therefore considered as an interesting option for safe long terms 
storage of CO2, which can be economically feasible due to the produced natural gas. The efficiency of any ex-
ploitation strategy based on CO2 depends on the composite dynamics of the system, where knowledge of the 
kinetics of hydrate reformation is crucial. Storage of CO2 is in aquifers is another option for reducing CO2 
emissions to the atmosphere. This option is already in use outside the coast of Norway, where CO2 from the 
Sleipner field is being injected into the Utsira formation. Similar storage option may be used outside the 
Northern part of Norway. In these regions the seabed temperature may be as low as – 1 ºC and substantial 
regions of the reservoirs may be inside the hydrate stability zones. Therefore, hydrate may form homogene-
ously from dissolved CO2 or at the interface between free CO2 and water.  

Development of the related technologies requires a detailed understanding of all processes involved, a 
knowledge that can be gained by combined experimenting and modeling. An essential ingredient of such an 
approach is the development of appropriate theoretical tools that can describe quantitatively all stages of the 
processes involved. A little understood step of hydrate formation is nucleation, in which nanometer sized hy-
drate crystallites form via thermal fluctuations.  

In this paper, we apply the phase field theory for describing the nucleation and growth of CO2 hydrate un-
der conditions specific to underwater reservoirs. The phase field theory (PFT) is one of the most potent meth-
ods for modeling solidification in binary, ternary and multi-component melts. The ability of the PFT to de-
scribe complex solidification morphologies has been demonstrated over the past decade [3]. This includes the 
thermal and solutal dendrites [4-6], the eutectic/peritectic fronts [8-10], and crystal nucleation in alloys 
[11,12]. It has been shown that for systems where the input parameters of the PFT are known with satisfactory 
accuracy, it predicts the nucleation rate with a considerably better accuracy than the sharp interface droplet 
model of the classical theory that, in turn, fails by several orders of magnitude. We are going to show that us-
ing reasonable input data, similar differences occur in the case of hydrate formation. We predict the growth 
rate of hydrate particles and we address problems associated with freezing in the presence of walls including 
solidification in porous medium and channels.     
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Models for nucleation and growth 
 
The freezing of homogeneous undercooled liquids starts with the formation of heterophase fluctuations whose 
central part shows crystal-like atomic arrangement. Those heterophase fluctuations that exceed a critical size 
(determined by the interplay of the interfacial and volumetric contributions to the cluster free energy) have a 
good chance to reach macroscopic dimensions, while the smaller ones decay with a high probability. (Hetero-
phase fluctuations of the critical size are called nuclei.) The description of the near-critical fluctuations is 
problematic even in single component systems. The main difficulty is that the typical size of the critical fluc-
tuations, forming on the human time scale, is about 1 nm, comparable to the thickness of the crystal-liquid in-
terface, which in turn extends to several molecular layers [13]. Therefore, the droplet model of the classical 
nucleation theory, which relies on a sharp interface and bulk crystal properties, is inappropriate for such fluc-
tuations. Field theoretic models, that predict a diffuse interface, offer a natural way to handle such a situation 
[14]. For example, in recent works, the phase field theory has been shown to describe such fluctuations quanti-
tatively [11,12,15]. 

 
Phase field theory of nuclei  
 
Our starting point is the standard phase field theory of binary alloys as developed by several authors [6,16]. In 
the present approach, the local state of the matter is characterized by two fields; a structural order parameter, 
φ, called the phase field, that describes the transition between the disordered liquid and ordered crystalline 
structures, and a conserved field, the coarse-grained solute concentration, c.  

The structural order parameter can be viewed as the Fourier amplitude of the dominant density wave of the 
time averaged singlet density in the solid. As pointed out by Shen and Oxtoby [17] if the density peaks in the 
solid can be well approximated by Gaussians placed to the atomic sites, all Fourier amplitudes can be ex-
pressed uniquely in terms of the amplitude of the dominant wave, thus a single structural order parameter suf-
fices. Here we take m = 0 in the solid and m = 1 in the liquid. We assume mass conservation, which implies 
that the integral of the conservative fields over volume is a constant. 

The free energy of the system is a functional of these fields: 
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where ε is a constant, T is the temperature, and f(m,c) is the local free energy density. The first term on the 
right hand side is responsible for the appearance of the diffuse interface. The local free energy density has the 
form f(m, c) = wT g(m) + [1 − p(m)] fS(c) + p(m) fL(c), where the “double well” and “interpolation” functions 
have the forms g(m) = 1/4 m2(1 − m)2 and p(m) = m3(10 − 15m + 6m2), respectively, that emerge from the ther-
modynamically consistent formulation of the PFT [18], w is the free energy scale, while the free energy densi-
ties of the homogeneous solid and liquid, fS and fL, depend on the local value of c. These relationships result in a 
free energy surface that has two minima, whose relative depth depends on the deviation from equilibrium. 

Being in unstable equilibrium, the critical fluctuation (the nucleus) can be found as an extremum of this 
free energy functional [11,12,14,15,19], subject to the solute conservation constraint discussed above. To im-
pose this constraint one adds the volume integral over the conserved field times a Lagrange multiplier, λ, to 
the free energy: λ ∫d3r c(r). The field distributions, that extremize the free energy, have to obey the appropri-
ate Euler-Lagrange (EL) equations, which in the case of such local functional take the form 
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where δF/δm and δF/δc stands for the first functional derivative of the free energy with respect to the fields m 
and c, respectively while ψ is the total free energy density. The EL equations have to be solved assuming that 
unperturbed liquid exists in the far field, while, for symmetry reasons zero field gradients exist at the center of 
the fluctuations. Under such conditions, the Lagrange multiplier can be identified as λ = − (∂ψ/∂c)r→∞.  

Assuming spherical symmetry that is reasonable considering the low anisotropy of the crystal-liquid inter-
face at small undercoolings, the EL equations take the following form: 
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Here ′ stands for differentiation with respect to the argument of the function. The last term in eqn. (3b) origi-
nates from the Lagrange multiplier. Since the right hand side of eqn. (3b) is a function of fields c and m, it 
provides the implicit relationship c = c(m). Accordingly, eqn. (3a) is an ordinary differential equation for m(r). 
This equation has been solved here numerically using a fourth order Runge-Kutta method. Since m and dm/dr 
are fixed at different locations, the central value of m that satisfies m → m∞ =1 for r → ∞, has been deter-
mined iteratively. Having determined the solutions m(r) and c(r), the work of formation of the nucleus W* can 
be obtained by inserting the solution into the free energy functional. Provided that the bulk free energy densi-
ties, fS(c) and fL(c), are known, the only model parameters, we need to fix to evaluate W*, are w and ε. These 
model parameters are related to the interface thickness and the interfacial free energy [6,19], thus these quanti-
ties can be used to determine w and ε, and calculate W* without adjustable parameters. 

The steady state nucleation rate (number of nuclei formed in unit volume and time), JSS, can be calculated 
as  
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using the classical nucleation prefactor [20], J0, verified experimentally on oxide glasses [21].   
 
Classical droplet model (CDM) of nuclei 

 
For comparison with the phase field theory, we calculate the height of the nucleation barrier using the sharp 
interface droplet model of the classical nucleation theory. In this approach, the free energy of heterophase 
fluctuations of radius R is given as WCDM = − (4π /3)R3∆g + 4πR2Γ∞, where ∆g = ρ(µL − µS) is the volumetric 
Gibbs free energy difference between the bulk liquid and solid, µL and µS are the chemical potential of the liq-
uid and the solid, and Γ∞ is the free energy of the equilibrium planar interface. Then, the free energy of the 
critical fluctuation of radius R*

CDM = 2Γ∞/∆g is W*
CDM = (16π/3) Γ∞

3/∆g2. These results are expected to be ac-
curate when the interface is thin relative to the radius of the critical fluctuation, d ς R. 
 
Phase field theory of polycrystalline growth 

 
To address hydrate crystallization and polycrystalline growth, we rely on an extension of the phase field the-
ory developed recently [11,12,22], which relies on the orientation field, θ, first introduced by Kobayashi, 
Warren and Carter [23]. This field specifies the local orientation of the crystal planes in the laboratory system, 
and allows the description of polycrystalline solidification and grain boundary evolution. It normalized so that 
it varies between 0 and 1, while the orientation angle covers 0 and 2π/n, where n is the symmetry index (e.g., 
n  = 6 applies for six-fold symmetry). In order to handle nucleation of crystallites with different crystallo-
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graphic orientations, we assume that θ fluctuates in space and time. This extension of the orientation field to 
the liquid phase captures the short-range order existing in the liquid. The orientation field is strongly coupled 
to the phase field so that structural and orientational changes take place simultaneously at the crystal-liquid in-
terface. This coupling is realized by adding an orientational contribution to the free energy functional. 
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 where fori(m, ∇θ) = [1 − p(m)]HT∇θ is the driving force for orientational ordering, and H is a constant.  

The equations of motion for the three fields are 
 

θθθ ζ
θθδθ

δθ

ζ
δ
δ

ζ
δ
δφ

+








∂
∂

−







∂∇
∂

∇=−=

+




























∂∇
∂

∇−







∂
∂

∇−∇=∇∇=

+








∂
∂

−







∂∇
∂

∇=−=

ffMFM

c
f

c
fcDc

c
FMc

m
f

m
fM

m
FM

jc

mmm

&

&

&

)1(
.                                 (6) 

 
Here ζi  (i  = m, j, θ) are Langevin noise terms for the two non-conserved fields m and θ, and for the concen-
tration flux j, that model the thermal fluctuations in the system. Introducing the time scale τ = ξ 2 / Dl , where 
ξ  is a length scale and Dl  the diffusion coefficient of the liquid, the following dimensionless forms emerge 
for the deterministic part of the equations of motion: 
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where tilde denotes differentiation with respect to dimensionless quantities. Here Mc = (vm/RT) D c (1 − c) is 
the mobility of the concentration field, vm the average molar volume, D = Ds + (Dl – Ds) p(m) is the diffusion 
coefficient, and λ = D /Dl is the reduced diffusion coefficient is, while χ = Mθ ξ HT / Dl is the dimensionless 
orientational mobility. Note a second term on the RHS of the equation for the orientation field included re-
cently [24].  
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In this work, these equations were solved numerically using an explicit scheme and MPI protocol on a PC 
cluster consisting of 56 nodes, built up in the Research Institute for Solid State Physics and Optics, Budapest. 
A periodic boundary condition is applied at the borders of the simulation window, unless stated otherwise. 

To study solidification in a confined space, we introduce “walls”, where the normal component of ∇m and 
∇c are set zero (“no flux” boundary condition). The former ensures a 90 degrees contact angle, while the latter 
realizes a chemically inert wall. 

 
Material properties  
 
The molar Gibbs free energy of the aqueous CO2 solution has been calculated as GL = (1 − c) GL,W + c GL,CO2, 
where c is the mole fraction of CO2. The partial molar Gibbs free energy of water in solution has been ob-
tained as GL,W = GL,W

0 + RT ln[(1 − c) γL,W(c)], where the free energy of pure water has been calculated as  
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with coefficients ki taken from Ref. 25. Here R is the gas constant and γL,W is the activity coefficient of water 
in solution. The partial molar free energy of CO2 in solution is GL,CO2 = GL,CO2

∞ + RT ln[c γL,CO2(c)], where the 
molar free energy of CO2 at infinite dilution, GL,CO2

∞ = −19.67 kJ/mol, has been taken from molecular dynam-
ics simulations [26]. The temperature and pressure dependent activity coefficient of CO2 in aqueous solution 
deduced from CO2 solubility experiments of Stewart and Munjal [27] have been fitted using the form  
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with ai(T) given by third order polynomials. The activity coefficient of water, γL,W in aqueous solution has 
been obtained from eqn. (6) via the Gibbs-Duhem relationship.  

The Gibbs free energy of the hydrate is given by GS = (1 − c)GS,W + cGS,CO2. Owing to the lack of experi-
mental information, the partial molar quantities have been calculated using the model described in Ref. 25. 
For water and CO2 we use the relationships GS,W = GS,W

0 + RT (3/23) ln(1 − θ), and GS,CO2 = GS,CO
inc + RT 

ln[θ/(1 − θ)], respectively, where the hole occupancy is θ = c/(3/23). Here, the partial molar Gibbs free ener-
gies of the empty clathrate, GS,W

0, and that of guest inclusion, GS,CO
inc, are given by eqn. (6), with the appro-

priate ki taken from Ref. 25.  
Following other authors [28], we approximate the free energy of the hydrate-solution interface by that of 

the ice-water interface, taken from the work of Hardy, 29.1 ± 0.8 mJ/m2 [29]. This is in good agreement with 
recent experimental data for the CO2 hydrate system (~30 mJ/m2), we became aware recently [30]. Owing to a 
lack of information on the CO2 hydrate/aqueous solution interface, we use the 10% − 90% interface thickness, 
d, (the distance on which the phase field changes between 0.1 and 0.9) as an adjustable parameter in the calcu-
lations. Molecular dynamics simulations on other clathrate hydrates indicate that the full interface thickness is 
about 2 − 3 nm [31], that corresponds to roughly d ≈ 1 − 1.5 nm. Assuming that similar values apply for the 
CO2 hydrate, we vary d in the 0.125 − 1.5 nm range. Indeed MD simulations of the melting of CO2 hydrate, 
performed at the University of Bergen, indicate d in the same range, although a dynamic broadening of the in-
terface cannot be excluded (Fig. 1).  
 

 



 6

 
 

Fig. 1 Snapshot of a molecular dynamics simulation on the melting of CO2 hydrate in the presence of water and the inter-
face liquid (blue) and hydrate (red) densities. The simulation consists of 920 water and 108 CO2 molecules (represented 
by SPC and EPM2 potentials, respectively), and has been performed at 276.15 K and 200 Bar. Note the regular clathrate 
cages inside the solid (on the right) and the distorted cages at the interface (on the left). The diameter of the H2O cages of 
circular projection (tetrakaidecahedra) is 0.866 nm. The rods at the center of the cages denote the CO2 molecules. [This 
picture have been made using the Visual Molecular Dynamics package (Humphrey, W.; Dalke, A.; Schulten, K. J. 
Molec. Graphics, 1996, 14, 33).] 

 
 
The computations are performed under conditions typical for the seabed reservoirs, i.e. T = 274 K, p = 15 

MPa (~ 1500 m depth), furthermore, we assume that water has been saturated by CO2 (c = 0.033, obtained by 
extrapolating the relevant data by Teng and Yamasaki [32]). These experimental data are for synthetic average 
seawater. The salinity of groundwater in reservoirs may vary from close to zero up to seawater salinity in re-
gions where the penetration of seawater dominates the salinity.  

In the 2D phase field simulations for CO2 hydrate we used ε2 = 1.3944 × 10−15 J/cm K, w = 3.6372 J/cm3K, 
Dl = 10−5 cm2/s, Ds  = 0, ξ  = 10−8 cm, mm = Mmε2T/ Dl = 4.4308, and χ = 0.8381, while the time and spatial 
steps were ∆t = 0.04 τ and ∆x = ξ, respectively. Simulations for confined space were done for Ni-Cu, using 
the properties given in previous works of us [11,12]. 
 
Results  
 
Hydrate nucleation  
 
The free energy surface, corresponding to ε and w that reproduce the ice-water interface free energy and a 
10% − 90% thickness of 1 nm at T = 274 K, is shown in Fig. 2. The radial structural order parameter and con-
centration profiles of the critical fluctuations forming in saturated aqueous CO2 solution (c = 0.033) at the 
same temperature are shown in Fig. 3 as a function of the interface thickness, d.  

Remarkably, at the realistic interface thickness (d = 1.0 to 1.5 nm) the bulk crystalline structure is not yet 
established even at the center of the nucleus, indicating that the nucleus is softer (the molecules have larger 
amplitude of oscillations around the crystal sites) than the bulk crystal. Despite these, we have almost full 
hole-occupancy in the central part, c = 0.1235 or θ = 0.946. Furthermore, the interface thickness for the con-
centration field is far sharper than for structure. It extends to only a few Å, which is consistent with the picture 
that the nucleus is a small piece of hydrate crystal embedded into the solution, however, built of somewhat 
distorted H2O cages seen at the interface in MD simulations with realistic potentials (Fig. 1) [33]. It is remark-
able, that the interface for the solute falls close to the classical radius R*

CDM = 1.76 nm.  
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Fig. 2 Free energy density surface for the CO2 hydrate system at 274 K, evaluated with free energy scale w correspond-
ing d = 1 nm and Γ∞ = 29.1 ± 0.8 mJ/m2. (m – phase field, c – mol fraction of CO2.) 
 
 
 
 

 
 
Fig. 3 Radial 1 − m profiles (solid lines) and CO2 concentration profiles (dashed lines) for critical fluctuations calculated 
at T  = 274 K, for 10% − 90% interface thickness d = (a) 0.5, (b) 1.0 and (c) 1.5 nm.  For comparison the critical radius 
from the CDM is also shown (dotted vertical lines).  

 
 
 
In agreement with previous studies on other systems [11,12,15], a substantial difference can be seen be-

tween predictions made for the height of the nucleation barrier by the phase field theory and the classical 
droplet model (Table 1). This difference emerges from the fact that the interface thickness is comparable to 
the size of the critical fluctuation. As one should expect, for decreasing interface thickness, the PFT prediction 
for the height of the nucleation barrier converges to that by the sharp interface CDM (W *

PFT → W *
CDM for d 

→ 0; see Fig.4), indicating the coherency of our results. These findings imply that, similarly to many other 
systems, in hydrate forming systems the classical droplet model of crystal nuclei is rather inaccurate and 
should be replaced by more advanced approaches such as the phase field theory. 
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Fig. 4 Height of the nucleation barrier for CO2 hydrate formation as a function of interface thickness in the phase field 
theory (squares). For comparison, the prediction of the classical droplet model that assumes a sharp interface (d = 0) is 
also presented (circle).  

 
Table 1 Free energy of critical fluctuations (W*) vs. the interface thickness in the CO2 hydrate system, as pre-
dicted by the phase field theory (PFT) and the classical droplet model (CDM) at 274 K and c = 0.033. 
 

d (nm) W*
PFT(10−19 J) W*

CDM(10−19 J) 
0.125 3.61  
0.25 3.46  
0.5 3.18  
1.0 2.66 3.76 
1.5 2.23  

 
The temperature and composition dependencies of the free energy of nuclei are shown for both cluster 

models in Fig. 5 (in the case of PFT d  = 1 nm is assumed). With decreasing temperature and increasing mole 
fraction of CO2 dissolved in water, the height of the nucleation barrier decreases, leading to enhanced nuclea-
tion rate.  

   
 

Fig. 5 Left: Height of the nucleation barrier for CO2 hydrate formation as a function of composition (left) and tempera-
ture (right) in the phase field theory (squares) and the classical droplet model (circles).  
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We note, that the predicted W* is rather sensitive to the values of Γ∞ and d used to fix the model parameters 
ε and w. Thus, accurate results may only be expected if these input properties are known with a high accuracy. 
Unfortunately, none of them is available for the CO2 hydrate/solution interface (the values used here and in 
other work [28] are only rough estimates). Therefore, further effort is needed to establish accurate nucleation 
rates. For example, careful experiments using the grain boundary groove method [29] could provide a rea-
sonably accurate value for the interfacial free energy. Another possible way to determine the interfacial prop-
erties is via MD simulations [13,34] with realistic interaction potentials. Work is underway in these directions.  
 
Growth of CO2 hydrate particles 
 
The growth of a supercritical CO2 hydrate particle is shown in Fig. 6. Maps of the three fields and the radial 
phase field and concentration profiles are presented. Note a CO2 depletion zone ahead of the solidification 
front (Fig. 6a), which is responsible for the diffusion governed slowing down of growth. The radius of the par-
ticle (defined by the position where m = 0.5) is presented as a function of time in Fig. 7. The time-dependence 
indicates that, as expected, growth is governed here by CO2 diffusion in the liquid. 
 
 
                      (a)                                  (b)                                  (c) 

   
 

 
 
Fig. 6 Growth of a supercritical [R (t = 0) = 2.5 nm] CO2 hydrate particle in saturated aqueous solution at 274 K and 15 
MPa in the phase field theory (d = 1.0 nm, isotropic case). (a) Composition map (aqueous solution – blue, hydrate – yel-
low); (b) phase field map (solid – yellow, liquid – red); (c) orientation field (different colors denote different orienta-
tions). (d) Radial phase field and composition field profiles. The growth shapes are shown after 94 ns. The computations 
refer to a 40 × 40 nm area. 
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Fig. 7 Radius of the CO2 particle as a function of reduced time during the early growth stage in 2D. (Here τ = 10−11 s.) 
Dashed line denotes an R = [A (t − t0)]1/2 function fitted to the R(t) relationship [A = (0.51 ± 0.01) × 10−5 cm2/s and t0 = 
(−1328 ± 58) × 10−11 s]. The average growth rate for the period shown is ~ 5.3 cm/s. Growth rate, however, slows down 
as v = (1/2)[A / (t − t0)]1/2, yielding ~ 11 µm/s after 1 s, unless interaction with other particles or the morphological insta-
bility intervenes.  
 
Crystal growth in the presence of walls 
 
A recent experimental work addresses hydrate formation in aqueous solution in porous media and rectangular 
channels [30]. To study solidification in such confined spaces, we introduced walls into the PFT simulations. 
In our model, the “no-flux” boundary condition is used to realize a rectangular contact angle and a chemically 
inert wall. In the simulations, the orientation field can be either random [no preferred orientation (glassy wall)] 
or one may chose preferred orientation(s). The introduction of such walls allows the study of heterogeneous 
crystal nucleation on particles, rough surfaces, and crystallization in porous matter or in channels. Preliminary 
results obtained with ideal solution thermodynamics (Ni-Cu system) in the PFT are shown in Figs. 8, 9 and 
10. The observed morphologies resemble closely to those seen during hydrate formation in porous matter and 
in rectangular channels [30]. A similar approach will be used in the future for a quantitative modeling of hy-
drate formation in confined geometries. 
 

    
 
Fig. 8 Solidification in porous matter. Blue – particles of porous matter, dark yellow – liquid, bright yellow – solid.   
 

    
 
Fig. 9 Heterogeneous nucleation on rough (sinusoidal) surface. Gray – wall, dark yellow – liquid, bright yellow – solid.   
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Fig. 10 Dendritic solidification in rectangular channel. Upper panel: composition map (blue – solidus, yellow – liq-
uidus). Lower panel: orientation map (different colors stand for different crystal orientation). Note that a single orienta-
tion has been selected.   
 
Conclusions 
 
The nucleation and growth of CO2 hydrate in aqueous solution is addressed using a phase field theory we de-
veloped recently. It has been demonstrated under typical conditions, that the thickness of the hydrate-solution 
interface is comparable with the size of nuclei, implying that the classical droplet model is rather inaccurate. 
Indeed, as found for many other systems [11,15], the nucleation barriers predicted by the phase field theory 
and the classical droplet model differ considerably. Apparently, advanced models are needed to evaluate the 
rate of hydrate nucleation accurately. The phase field theory is used to predict the growth rate of CO2 hydrate 
in aqueous solution. The growth is governed by CO2 diffusion in the liquid. We have introduced walls into the 
phase field simulations and demonstrated the possibility for modeling solidification in confined space (chan-
nels/porous media). 
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